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Integrating Generative AI (GenAI) and advanced machine learning techniques into financial health 

predictions represents a revolutionary approach to financial technology. While prior research has 

incorporated machine learning and artificial intelligence into financial analysis, GenAI has not yet been 

incorporated into financial models. Our comprehensive experimental study aims to bridge this gap by 

harnessing the advanced capabilities of Generative AI to improve predictive accuracy and model 

robustness. The distinctive contribution of this study lies in its utilization of Generative AI, which offers 

novel insights and methodologies that traditional machine-learning techniques do not provide. A key 

discovery of this study is the alignment of Generative AI with quantitative models, revealing the potential 

to identify fraud and financial difficulties that stakeholders should consider before making investment 

decisions. Moreover, the study proposes that a mixed-method approach could be beneficial for future 

research in risk measurement. These unique and novel findings highlight that traditional methods would 

not have been able to uncover such insights. This research provides robust and interpretable financial 

assessments and contributes valuable knowledge to financial technology, showcasing the innovative 

application of Generative AI in financial health predictions. 
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INTRODUCTION 

 

The financial industry has experienced a substantial transformation due to the rise of advanced 

technologies such as machine learning and artificial intelligence (AI). These innovations have greatly 

impacted various financial analysis, forecasting, and decision-making aspects, providing unparalleled 

precision and efficiency. One significant advancement, Generative AI (GenAI), holds the potential to 

revolutionize predictions of financial health.  

Unlike conventional machine learning methods that primarily focus on pattern recognition and 

predictive modeling, Generative AI can generate new data and insights, offering a deeper comprehension 

of financial phenomena. Accurate predictions of financial health are essential for stakeholders such as 

investors, policymakers, and financial institutions, as they offer crucial insights into the stability and 

sustainability of financial entities. Precise predictions empower stakeholders to make well-informed 
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decisions, effectively manage risks, and identify potential opportunities. However, traditional financial 

prediction models have limitations in capturing the complexity and dynamics of financial systems. These 

models often struggle to identify subtle patterns and anomalies, leading to incomplete or inaccurate 

predictions.  

This study aims to address these limitations by integrating Generative AI with advanced machine 

learning techniques to enhance the accuracy and reliability of financial health predictions. The primary goal 

is to develop predictive models that can comprehensively evaluate financial health, incorporating a wide 

array of financial indicators, including macroeconomic factors, industry trends, and historical financial data. 

The research aims to address the gap in academic literature regarding the practical implementation of 

Generative AI in forecasting financial well-being. While there is a wealth of literature on using machine 

learning and AI in financial analysis, the incorporation of Generative AI remains relatively unexplored. This 

study endeavors to bridge this gap by harnessing the unique capabilities of Generative AI to generate novel 

insights and methodologies that conventional approaches cannot offer. 

Furthermore, the research underscores the transformative potential of Generative AI in financial 

forecasting by showcasing its capacity to align with quantitative models to identify fraud and financial 

challenges. These capabilities are essential for stakeholders to proactively identify potential risks before 

making investment decisions. The study also proposes that a mixed-method approach, integrating 

qualitative and quantitative analyses, can enhance risk assessment in future research.  

In essence, this research represents a significant advancement in financial technology by applying 

Generative AI in forecasting financial well-being. It seeks to furnish stakeholders with more dependable 

and precise predictive models, enhancing financial decision-making processes. By addressing the 

limitations of traditional approaches and highlighting the distinct contributions of Generative AI, this study 

establishes a precedent for future research in financial well-being forecasting. 

 

LITERATURE REVIEW 

 

The incorporation of Generative AI (GenAI) and advanced machine learning methods into financial 

health forecasting signifies a notable advancement in financial technology. This thorough literature review 

delves into current research on the use of these technologies in different areas, highlighting their capacity 

to transform financial health predictions. This research endeavor seeks to fill the void in existing studies by 

implementing real Generative AI in financial health prediction, distinguishing it from previous research.  

Buchanan and Wright (2021) thoroughly examined the impact of machine learning on UK financial 

services. Their comprehensive study revealed compelling evidence that machine learning techniques play 

a pivotal role in significantly enhancing the efficiency and accuracy of financial predictions. By doing so, 

they contribute to the improvement of decision-making processes within financial institutions (Buchanan 

& Wright, 2021). In a separate study, Henrique et al. (2019) provided an extensive literature review on the 

application of machine learning techniques to financial market prediction. Their detailed analysis 

effectively demonstrated the efficacy of various machine learning methods in accurately predicting stock 

prices and market trends. Their findings strongly suggest that machine learning can substantially improve 

the accuracy of financial predictions compared to traditional statistical methods (Henrique, Sobreiro, & 

Kimura, 2019).  

In a comprehensive study conducted by Vadlamudi in 2020, the research delves into the profound 

impacts of machine learning on predicting financial crises. The study’s findings underscore the remarkable 

ability of machine learning algorithms to effectively identify early warning signals of financial crises, 

thereby enabling timely interventions and the potential mitigation of economic downturns (Vadlamudi, 

2020). Furthermore, Cavalcante et al. (2016) explore the application of computational intelligence in 

financial markets. Their extensive survey sheds light on the immense potential of these techniques to unveil 

concealed patterns and trends within financial data, which are often overlooked by traditional analysis 

methods (Cavalcante, Brasileiro, Souza, Nóbrega, & Oliveira, 2016).  

Devi et al. (2022) have undertaken a pioneering study that delves into using advanced machine learning 

techniques to enhance healthcare services. Their research presents compelling evidence of the favorable 
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impact of machine learning on healthcare outcomes, illuminating the transformative potential of these 

technologies in revolutionizing healthcare delivery. In their 2019 study, Bunker and Thabtah introduced an 

innovative machine-learning framework tailored for predicting sports results. Their research illustrates the 

versatility of machine learning methodologies in forecasting outcomes across various domains, including 

sports and finance.  

In a thorough survey by Lin et al. (2012), the application of machine learning in predicting financial 

crises is explored. Their study meticulously delineates various machine learning models and their practical 

applications in forecasting financial crises. The research underscores the vital importance of robust and 

transparent models to ensure precise and dependable predictions.  

In their 2021 review, Wasserbacher and Spindler delve into recent developments and potential pitfalls 

when applying machine learning to financial forecasting, planning, and analysis. Their comprehensive 

perspective provides valuable insights into the opportunities and challenges associated with integrating 

machine learning in finance (Wasserbacher & Spindler, 2021). Qiao and Beling’s 2016 study explores 

decision analytics and machine learning within economic and financial systems, emphasizing integrating 

advanced analytical techniques with traditional economic models to enhance decision-making processes 

(Qiao & Beling, 2016). Emerson et al. (2019) discuss the evolving trends and practical applications of 

machine learning in quantitative finance, shedding light on the increasing importance of machine learning 

in financial market analysis and its potential to revolutionize financial forecasting (Emerson, Kennedy, 

O’Shea, & O’Brien, 2019).  

The study conducted by Ma and Sun (2020) delves into the merging of machine learning and AI in the 

field of marketing. Their findings shed light on how these technologies can harness computing power to 

gain valuable human insights, ultimately improving marketing strategies and financial predictions (Ma & 

Sun, 2020). In the paper by Cao (2021), an insightful exploration of AI’s challenges, techniques, and 

opportunities in finance is presented. The comprehensive overview of AI applications in financial markets 

highlights these technologies’ potential benefits and limitations (Cao, 2021). Bazarbash (2019) contributes 

to the discourse by investigating the role of machine learning in promoting financial inclusion. The study 

focuses on the application of machine learning in assessing credit risk, showcasing its potential to enhance 

financial accessibility and inclusion (Bazarbash, 2019). In Bose’s (2009) work, the opportunities and 

challenges of advanced analytics in financial markets are thoroughly discussed, shedding light on how 

machine learning can enhance predictive accuracy and decision-making processes.  

Leo et al. (2019) provide a comprehensive literature review on machine learning in banking risk 

management, delving into various techniques and their applications in managing financial risks. Du and 

Rada (2010) delve into the application of machine learning in financial investing, emphasizing its potential 

to improve investment strategies and financial decision-making. Rose (2016) presents a machine-learning 

framework for plan payment risk adjustment, demonstrating how machine learning can enhance the 

accuracy of financial predictions and healthcare payment systems. In the 2019 study by Klute et al., the 

focus was on using machine learning to predict outpatient appointment demand, demonstrating the potential 

of machine learning in both healthcare and financial forecasting. Similarly, in 2020, Kulkarni et al. 

researched utilizing machine learning to forecast inpatient hospital costs, highlighting the promising role 

of machine learning in enhancing cost management within healthcare. In addition, Yeo et al.’s 

comprehensive review in 2023 delved into the concept of financial explainable AI, stressing the importance 

of transparency and interpretability in AI models used for financial predictions. Finally, Kumar and Ravi’s 

2007 review examined the application of statistical and intelligent techniques in predicting financial distress 

in banks and firms, presenting various models and their practical implementations.  

Lee et al. (2021) developed a predictive model for evaluating the helpfulness of restaurant reviews by 

leveraging artificial intelligence. Their research underscores the capacity of AI to improve decision-making 

processes across diverse sectors, including finance (Lee, Kwon, & Back, 2021). Fukui et al. (2023) utilized 

machine learning to forecast employee turnover rates at community mental health centers. Their 

investigation illustrates the practicality of employing machine learning methodologies in human resources 

and financial prognostication (Fukui et al., 2023). Fethi and Pasiouras (2009) evaluated bank efficiency and 

performance by applying operational research and artificial intelligence methodologies. Their study 
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underscores the potential of AI to enhance assessments of financial performance (Fethi & Pasiouras, 2009). 

Galetsi et al. (2020) deliberated on utilizing big data analytics in the healthcare sector. Their research 

underscores the significance of advanced analytical techniques in advancing healthcare and financial 

forecasting (Galetsi, Katsaliaki, & Kumar, 2020).  

Duarte and Pinho (2019) conducted a comprehensive study on mobile health adoption, utilizing a mixed 

methods approach. The research highlighted the potential of advanced analytics in improving healthcare 

delivery and financial predictions (Duarte & Pinho, 2019). In 2017, Xing et al. provided an insightful survey 

on natural language-based financial forecasting. The study delved into various techniques and their practical 

applications in predicting financial markets (Xing, Cambria, & Welsch, 2017). Goswami and Kumar (2021) 

conducted a thorough survey on deep-learning techniques in big-data analytics. Their study underscored 

the potential of deep learning to enhance financial predictions and decision-making processes (Goswami & 

Kumar, 2021). Hermadi et al. (2020) reviewed the contributions and challenges of predictive machine 

learning models in the financial industry, outlining various applications and the potential of these models 

to enhance financial forecasting (Hermadi et al., 2020). Weigand (2019) delves into the role of machine 

learning in empirical asset pricing, emphasizing its significance in enhancing asset pricing models and 

financial forecasts.  

Gartner (2014) examines the utilization of machine learning for early DRG classification, showcasing 

its potential to improve healthcare predictions and financial models. Arsic (2021) addresses the challenges 

of financial risk management through AI applications, underscoring the potential of AI to enhance risk 

management practices in the financial sector. Chakraborty and Joseph (2017) investigate the application of 

machine learning at central banks, exploring its potential to bolster financial stability and decision-making 

processes. Abdel-Karim et al. (2021) carried out a comprehensive literature review on the application of 

machine learning in information systems. Their study underscored unresolved research challenges and the 

capacity of machine learning to enhance information systems and financial forecasting (Abdel-Karim, 

Pfeuffer, & Hinz, 2021).  

Esmaeilzadeh (2020) examined the utilization of AI-based tools for healthcare purposes in a survey. 

The study explored consumer perspectives and the potential of AI to elevate healthcare and financial 

forecasting (Esmaeilzadeh, 2020). Kraus et al. (2018) deliberated on deep learning in business analytics 

and operations research, emphasizing the practical implications and managerial applications in advancing 

financial predictions (Kraus, Feuerriegel, & Oztekin, 2018). Donepudi (2017) conducted a methodical 

literature review on AI and machine learning in the banking sector, outlining diverse applications and the 

potential of these technologies to enhance banking and financial forecasting (Donepudi, 2017). Khan et al. 

(2019) shed light on the impact of machine learning on enhancing business intelligence and financial 

predictions. Salah et al. (2021) demonstrate the practicality of employing machine learning techniques in 

financial analysis and predictions within the construction industry. Meng and Khushi (2019) explore the 

potential of reinforcement learning to enhance financial predictions and trading strategies in financial 

markets. Hajdíková et al. (2018) illustrate the ability of machine learning to improve financial assessments 

in the healthcare sector through their assessment of the financial health of hospitals. Mustak et al. (2020) 

highlights the applications of AI in marketing and financial predictions through their topic modeling and 

scientometric analysis. Swenson et al. (2016) emphasize the significance of advanced analytics in 

enhancing healthcare and financial predictions within health promotion. Lastly, Patel et al. (2023) address 

recent trends and challenges in applying deep learning to financial predictions by reviewing deep learning 

techniques for stock market forecasting.  

Karanika-Murray et al. (2009) enhanced the risk assessment methodology for work-related health by 

integrating a technique for multivariate curvilinear effects. Their study illustrated the potential of advanced 

analytical techniques in strengthening risk assessments and financial forecasts (Karanika-Murray, 

Antoniou, Michaelides, & Cox, 2009). In a distinct study, Saura et al. (2019) contrasted traditional financial 

brand communication analysis approaches with big data analytics techniques. Their research underscored 

the role of big data analytics in enhancing financial predictions (Saura, Herráez, & Reyes-Menéndez, 2019).  

While there has been extensive research on machine learning and AI in financial predictions and 

healthcare, there is a lack of real Generative AI applications in financial health predictions. This study aims 
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to address this gap by using Generative AI to develop and validate predictive models specifically for 

financial health assessment. Innovative Use of Generative AI: our research leverages the advanced 

capabilities of Generative AI to enhance predictive accuracy and model robustness, in contrast to previous 

studies that primarily focus on traditional machine learning techniques. Comprehensive Financial Health 

Assessment: The study encompasses a wide range of financial indicators, including macroeconomic factors, 

industry trends, and historical financial data, to provide a holistic financial health assessment. Enhanced 

Predictive Models: By combining Generative AI with traditional predictive models, this research aims to 

create more reliable and accurate predictions, which can significantly improve financial decision-making 

processes. Integrating Generative AI and advanced machine learning techniques represents a transformative 

approach to financial health predictions. This study stands out for its real-world application of Generative 

AI, offering new insights and methodologies to financial technology. 

 

MODEL DEVELOPMENT WITH FRAMEWORK 

 

Advancements have significantly influenced the development of financial health prediction models in 

artificial intelligence (AI) and machine learning. While traditional models have their uses, they often 

struggle to capture financial systems’ intricate and dynamic nature. This limitation has prompted the search 

for more sophisticated approaches capable of handling the complexities of financial data and delivering 

more precise predictions.  

In this context, Generative AI (GenAI) emerges as a groundbreaking technology offering new 

opportunities for the development of models in financial health prediction. Financial health prediction is 

critical for investors, financial institutions, and policymakers. It entails evaluating financial entities’ 

stability, performance, and future viability. Traditional predictive models primarily rely on historical data 

and basic statistical techniques, which can result in limited predictive accuracy and overlook important 

anomalies or patterns. These models often face challenges in dealing with financial data’s non-linear and 

interdependent nature, making it difficult to generate reliable predictions in volatile markets.  

Generative AI, with its ability to learn complex patterns and generate new data, provides a powerful 

tool to overcome these limitations. Generative AI can enhance the robustness and accuracy of financial 

predictions by simulating a wide range of scenarios and creating synthetic data. This capability is 

particularly important for identifying early warning signs of financial distress, detecting fraudulent 

activities, and providing comprehensive risk assessments. 
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FIGURE 1 

PREDICTIVE MODEL FRAMEWORK WITH GENAI, LLMS ALGORITHMS 

 

 
Source: Designed by Dr. Karina Kasztelnik to build tool for financial health assessment that is both accurate and 

compliant with regulatory standards 

 

Explanation of the Framework 

1. Data Collection and Preparation 

1.1 Collect historical financial data, industry trends, and macroeconomic indicators. 

1.2 Clean the data: 

- Standardize date formats. 

- Handle missing values through imputation. 

- Remove or flag outliers. 

1.3 Perform feature engineering: 

- Calculate financial ratios like debt-to-equity ratio, current ratio, etc. 

- Derive industry-specific indicators and macroeconomic factors. 

1.4 Normalize the data: 

- Scale features using techniques like Min-Max scaling or Standardization to ensure 

consistent data range across all inputs. 

2. Model Development 

2.1 Select and customize a pre-existing LLM tailored for financial data understanding. 

2.2 Integrate the LLM with a predictive analytics framework: 

- Choose the model type (e.g., decision tree, regression analysis, neural network). 

- Design the model to ingest outputs from the LLM as inputs. 

2.3 Train the model: 

- Use historical data to train the model. 
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- Apply cross-validation to optimize parameters and prevent overfitting. 

3. Model Validation 

3.1 Back test the model using historical data: 

- Compare the model’s predictions against actual outcomes. 

3.2 Compare with traditional models: 

- Evaluate improvements in predictive accuracy and reliability against traditional 

financial forecasting models. 

3.3 Conduct statistical analysis: 

- Use tests like t-tests or ANOVA to determine the significance of the model’s 

predictions. 

4. Implementation of Test Cases 

4.1 Develop scenario analyses to test the model under various financial and economic 

conditions. 

4.2 Conduct sensitivity analysis: 

- Identify which input variables significantly impact the model’s predictions. 

- Adjust model parameters based on sensitivity results. 

5. Evaluation and Refinement 

5.1 Establish performance metrics: 

- Use RMSE, MAE, and AUC for ROC analysis to evaluate model performance. 

5.2 Create a feedback loop: 

- Gather feedback from domain experts. 

- Refine model predictions and adjust assumptions or inputs as necessary. 

6. Documentation and Reporting 

6.1 Document all findings, methodologies, and model performance in detailed reports. 

6.2 Prepare presentations for stakeholders to demonstrate the model’s capabilities, benefits, 

and potential business impacts. 

7. Ethical and Regulatory Considerations 

7.1 Assess model for potential biases related to company size, industry, or geography. 

7.2 Ensure compliance with relevant financial reporting and forecasting regulations. 

This algorithm framework provides a structured approach to developing a predictive model that utilizes 

both the advanced capabilities of generative AI and traditional predictive analytics methods. By 

meticulously following these steps, you can build a robust financial health assessment tool that is accurate 

and compliant with regulatory standards. 

 

Model Algorithm 

In the predictive analytics model designed to evaluate financial well-being using generative AI, 

particularly Large Language Models (LLMs), we can visualize the model through a blend of mathematical 

expressions that capture the interconnections among variables, data transformations, and predictive results. 

Below is a mathematical depiction of this model: 

 

Definitions and Notations 

Let 𝑋=[𝑥1, 𝑥2,…,𝑥𝑛]X=[x1,x2,…,xn] be the matrix of input features derived from financial data, 

indicators. 

𝑥𝑖xi represents individual features, such as financial ratios (e.g., debt-to-equity ratio, current ratio). 

𝑌Y represents the target variable, which is the financial health score or classification. 

 

Data Preparation and Feature Engineering 

Normalization. Each feature 𝑥𝑖xi is scaled using a normalization technique such as Min-Max scaling: 

 
𝑥𝑖, scaled=𝑥𝑖−min(𝑥𝑖)max(𝑥𝑖)−min(𝑥𝑖)xi,scaled=max(xi)−min(xi)xi−min(xi) 
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where min(𝑥𝑖)min(xi) and max(𝑥𝑖)max(xi) are the minimum and maximum values of the feature 𝑥𝑖xi 

across the dataset. 

Feature Engineering. Create new variables 𝑧𝑗zj which are functions of the original features 𝑥𝑖xi, e.g., 

financial ratios: 

 
𝑧𝑗=𝑓(𝑥1,𝑥2,…,𝑥𝑛)zj=f(x1,x2,…,xn) 

 

Examples of such functions include: 

Debt-to-Equity Ratio: 𝑧1=Total Liabilities/Total Shareholder’s Equityz1

=Total Shareholder’s Equity/Total Liabilities 

Current Ratio : 𝑧2=Current Assets/Current Liabilitiesz2=Current Liabilities/Current Assets 

 

Model Integration 

LLM Output. Let the output of the LLM, based on processed financial text and numeric data, be 

represented as ℎ(𝑋)h(X), where ℎh is a function representing the LLM’s processing and embedding of 

inputs into a latent space that captures underlying patterns relevant to financial health. 

 

Predictive Model 

Predictive Function. The predictive model integrates LLM output with traditional analytics methods. 

Assuming a linear relationship (for simplicity, though in practice a more complex model like a neural 

network may be used): 

 

𝑦^=𝛽0+𝛽1ℎ1(𝑋)+𝛽2ℎ2(𝑋)+…+𝛽𝑘ℎ𝑘(𝑋)+𝜖y^=β0+β1h1(X)+β2h2(X)+…+βkhk(X)+ϵ 

 

where: 𝑦^y^ is the predicted financial health. 

𝛽0,𝛽1,…,𝛽𝑘β0,β1,…,βk are coefficients learned during model training. 

ℎ1(𝑋),ℎ2(𝑋),…,ℎ𝑘(𝑋)h1(X),h2(X),…,hk(X) represent different dimensions or features extracted by 

the LLM. 

𝜖ϵ is the error term. 

 

Training and Validation 

Optimization. The model parameters 𝛽β are estimated by minimizing a loss function, commonly the 

mean squared error (MSE) for regression tasks: 

 

MSE=1𝑚∑𝑖=1𝑚(𝑦^𝑖−𝑦𝑖)2MSE=m1i=1∑m(y^i−yi)2 

 

where: 𝑚m is the number of data points. 

𝑦𝑖yi is the actual value of financial health. 

𝑦^𝑖y^i is the predicted value of financial health. 

 

Model Evaluation 

Performance Metrics. The model’s performance can be evaluated using metrics such as RMSE, 

MAE, and potentially R² (coefficient of determination) in the case of regression: 

 

RMSE=1𝑚∑𝑖=1𝑚(𝑦^𝑖−𝑦𝑖)2RMSE=m1i=1∑m(y^i−yi)2 

MAE=1𝑚∑𝑖=1𝑚∣𝑦^𝑖−𝑦𝑖∣MAE=m1i=1∑m∣y^i−yi∣ 
𝑅2=1−∑𝑖=1𝑚(𝑦^𝑖−𝑦𝑖)2∑𝑖=1𝑚(𝑦𝑖−𝑦ˉ)2R2=1−∑i=1m(yi−yˉ)2∑i=1m(y^i−yi)2 

 

where: 𝑦ˉyˉ is the mean of the actual values 𝑦y. 
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The method utilizes a combination of artificial intelligence and conventional analytical methods to 

evaluate an individual or organization’s financial stability and performance. This mathematical formulation 

provides a structured way to develop and evaluate a predictive model that combines AI and traditional 

analytical techniques to assess financial health. 

 

Objective Function Implementation 

The objective function that XGBoost tries to minimize is a combination of a loss function and a 

regularization term. The formula for the objective function at iteration 𝑡t is: 

 

𝐿(𝑡)=∑𝑖=1𝑁𝑙(𝑦𝑖,𝑦^𝑖(𝑡−1)+𝑓𝑡(𝑥𝑖))+Ω(𝑓𝑡)L(t)=i=1∑Nl(yi,y^i(t−1)+ft(xi))+Ω(ft) 

 

where: 𝑁N is the number of samples. 

𝑙l is the differentiable convex loss function that measures the difference between the predicted value 

𝑦^𝑖(𝑡−1)+𝑓𝑡(𝑥𝑖)y^i(t−1)+ft(xi) and the actual label 𝑦𝑖yi. 

𝑦^𝑖(𝑡−1)y^i(t−1) is the prediction from the previous iteration. 

𝑓𝑡ft is the function (decision tree) added at iteration 𝑡t. 
ΩΩ represents the regularization term which is typically defined as 

 

Ω(𝑓)=𝛾𝑇+12𝜆∥𝑤∥2Ω(f)=γT+21λ∥w∥2, 

 

where 𝑇T is the number of leaves in the tree, 𝑤w is the vector of scores on the leaves, 𝛾γ is the complexity 

control on the number of leaves, and 𝜆λ is the L2 regularization term on the weights. 

 

Boosting Process 

XGBoost improves the model by adding a function 𝑓𝑡ft at each step that reduces the loss, using a 

gradient descent approach. The trees are built by sequentially fitting the negative gradients (also called 

the residuals). 

 

Tree Construction 

Each tree is constructed by recursively splitting the data into two parts based on the feature 𝑥𝑗xj and 

split point 𝑠s that produce the largest gain in reduced loss. The gain from a split is given by: 

 

Gain=12[(∑𝑖∈𝐼𝐿𝑔𝑖)2∑𝑖∈𝐼𝐿ℎ𝑖+𝜆+(∑𝑖∈𝐼𝑅𝑔𝑖)2∑𝑖∈𝐼𝑅ℎ𝑖+𝜆−(∑𝑖∈𝐼𝑔𝑖)2∑𝑖∈𝐼ℎ𝑖+𝜆]−𝛾Gain=21[∑i∈ILhi

+λ(∑i∈ILgi)2+∑i∈IRhi+λ(∑i∈IRgi)2−∑i∈Ihi+λ(∑i∈Igi)2]−γ 

 

where: 𝐼I is the set of indices of data points in the parent node, and 𝐼𝐿IL and 𝐼𝑅IR are the indices of data 

points in the left and right child nodes after the split. 

𝑔𝑖gi and ℎ𝑖hi are the first and second derivatives of the loss function concerning the predictions 

𝑦^𝑖y^i, which provide a measure of the direction and curvature of the loss function to optimize it 

efficiently. 

 

Prediction 

The final prediction model is an additive model of all the trees: 

 

𝑦^𝑖=∑𝑘=1𝐾𝑓𝑘(𝑥𝑖)y^i=k=1∑Kfk(xi) 

 

where 𝐾K is the total number of trees, and 𝑓𝑘fk is the prediction from the 𝑘k-th tree. 

 

Boosting is a machine learning technique designed to tackle classification and ranking challenges by 

amalgamating numerous weak models (trees) to form a robust predictive model, incorporating 
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regularization to prevent overfitting. In financial predictive modeling, this powerful approach can be 

exceptionally effective in predicting financial well-being and evaluating credit risks using an extensive 

array of financial and economic indicators. To provide a more tailored mathematical expression of the 

XGBoost algorithm using your specific dataset elements, we made assumptions based on typical financial 

ratios and elements that might be included in your data. Our dataset includes the following features for each 

company or entity: 

- Debt to Equity Ratio (debt_to_equity_ratio) 

- Current Ratio (current_ratio) 

- Quick Ratio (quick_ratio) 

- Net Profit Margin (net_profit_margin) 

These features are commonly used to assess financial health. Given that your target variable might be 

something like a Financial Health Score (financial_health_score), we defined the XGBoost model in terms 

of your dataset as follows: 

 

Objective Function 

The objective function for the XGBoost model will typically comprise both a loss function and a 

regularization term to control for complexity and prevent overfitting. Using your financial ratios as features, 

the objective function at iteration 𝑡t is: 

 

𝐿(𝑡)=∑𝑖=1𝑁𝑙(𝑦𝑖,𝑦^𝑖(𝑡−1)+𝑓𝑡(𝑥𝑖))+Ω(𝑓𝑡)L(t)=i=1∑Nl(yi,y^i(t−1)+ft(xi))+Ω(ft) 

 

where: 𝑥𝑖xi represents the vector of financial ratios for the 𝑖i-th data point, i.e., 

𝑥𝑖=[𝑑𝑒𝑏𝑡_𝑡𝑜_𝑒𝑞𝑢𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜𝑖,𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑟𝑎𝑡𝑖𝑜𝑖,𝑞𝑢𝑖𝑐𝑘_𝑟𝑎𝑡𝑖𝑜𝑖,𝑐𝑎𝑠ℎ_𝑟𝑎𝑡𝑖𝑜𝑖,𝑛𝑒𝑡_𝑝𝑟𝑜𝑓𝑖𝑡_𝑚𝑎𝑟𝑔𝑖𝑛𝑖]
xi=[debt_to_equity_ratioi,current_ratioi,quick_ratioi,cash_ratioi,net_profit_margini]. 

𝑦𝑖yi is the actual financial health score for the 𝑖i-th data point. 

𝑦^𝑖(𝑡−1)y^i(t−1) is the prediction from the previous iteration. 

𝑓𝑡ft is the decision tree added at iteration 𝑡t. 
ΩΩ represents the regularization term, typically defined as Ω(𝑓)=𝛾𝑇+12𝜆∥𝑤∥2Ω(f)=γT+21λ∥w∥2. 

 

Gradient and Hessian 

In gradient boosting, the model is built by fitting trees to the negative gradients of the loss 

function concerning the predictions. Assuming a squared error loss function for simplicity, the gradient and 

Hessian (second derivative) for each observation are: 

 

𝑔𝑖=∂𝑦^𝑖𝑙(𝑦𝑖,𝑦^𝑖)=𝑦^𝑖−𝑦𝑖gi=∂y^il(yi,y^i)=y^i−yi 

ℎ𝑖=∂𝑦^𝑖2𝑙(𝑦𝑖,𝑦^𝑖)=1hi=∂y^i2l(yi,y^i)=1 

 

Gain Calculation 

When constructing each tree, splits are chosen to maximize the gain, which measures improvement in 

loss reduction. The gain for a split that divides data into left (𝐼𝐿IL) and right (𝐼𝑅IR) nodes is: 

 

Gain=12[(∑𝑖∈𝐼𝐿𝑔𝑖)2∑𝑖∈𝐼𝐿ℎ𝑖+𝜆+(∑𝑖∈𝐼𝑅𝑔𝑖)2∑𝑖∈𝐼𝑅ℎ𝑖+𝜆−(∑𝑖∈𝐼𝑔𝑖)2∑𝑖∈𝐼ℎ𝑖+𝜆]−𝛾Gain=21[∑i∈ILhi

+λ(∑i∈ILgi)2+∑i∈IRhi+λ(∑i∈IRgi)2−∑i∈Ihi+λ(∑i∈Igi)2]−γ 

 

Final Model 

The final model is an ensemble of trees, where each tree contributes to the overall prediction. The 

prediction for a new data point 𝑥x is given by: 

 

𝑦^=∑𝑘=1𝐾𝑓𝑘(𝑥)y^=k=1∑Kfk(x) 
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where 𝐾K is the total number of trees. 

 

Interpretation 

In volatile financial environments, it is essential to minimize complexity and avoid overfitting to ensure 

the reliability of predictions. This formulation establishes a direct link between the model’s mathematical 

foundation and your data features, such as financial ratios, enabling a deeper understanding of the predictive 

process and identifying key features. Ultimately, this approach fosters trust and transparency in financial 

evaluations. 

 

Research Questions 

 

RQ1: How effective are Generative AI models, specifically Large Language Models (LLMs), in predicting 

the financial health of companies compared to traditional financial forecasting models? 

 

This question evaluates the improvement in predictive accuracy and reliability when using LLMs. 

 

RQ2:How does manipulating LLM configurations (e.g., architecture, parameters, training duration) affect 

the model’s performance in financial health assessments? 

This explores the relationship between the technical configurations of the LLM and its effectiveness 

in financial forecasting. 

 

RQ3:To what extent do feature engineering and data normalization influence the sensitivity and accuracy 

of the AI-driven financial health prediction model? 

 

This question addresses the impact of preprocessing techniques on the model’s ability to predict financial 

outcomes accurately. 

 

Hypotheses 

 

Hypothesis 1 (H1): Generative AI models, specifically LLMs, provide significantly higher accuracy in 

predicting financial health than traditional models. 

 

Null Hypothesis (H0): There is no significant difference in the accuracy of financial health predictions 

between LLM-based models and traditional models.  

 

Hypothesis 2 (H1): Specific configurations of LLMs (architecture, parameters, and training duration) are 

significantly correlated with improved predictive performance in financial health assessments. 

 

Null Hypothesis (H0): Changes in LLM configurations do not significantly impact the model’s predictive 

performance. 

 

Hypothesis 3 (H1): Advanced feature engineering and normalization techniques significantly enhance 

the model’s sensitivity and predictive accuracy. 

 

Null Hypothesis (H0): Feature engineering and data normalization do not significantly influence 

the model’s performance. 

 

These research questions and hypotheses have been formulated to steer a methodical investigation into 

the capabilities of LLMs in financial forecasting. The emphasis is on both the technical aspects of AI model 

development and the practical implications of their utilization in financial analysis. 
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DESCRIPTION OF ALL VARIABLES 

 

In the context of your experimental design, you would manipulate the configuration of the AI and the 

types of data processed to measure how these factors affect the accuracy, reliability, and overall 

effectiveness of the model in predicting financial health. This approach allows you to optimize the model 

settings and input configurations for the best predictive performance and understand the dynamics of how 

various inputs influence the model’s outputs. 

In your study involving predictive analytics with a Generative AI model to assess the financial health 

of companies, the variables can be categorized and named as follows: 

 

Manipulated Variables 

LLM Configuration 

- Architecture: Type of neural network architecture used in the LLM (e.g., Transformer, RNN). 

- Parameters: Number of layers, hidden units, learning rate, etc. 

- Training Regimen: Duration of training, batch size, number of epochs.  

 

Data Input Types 

- Financial Data Inclusion: Whether financial statements are included or not. 

- Industry Trends Inclusion: Inclusion of industry-specific trends like market growth rates. 

 

Feature Engineering Methods 

Ratio Calculations: Methods to calculate ratios like debt-to-equity and current ratio. 

 

Normalization Techniques 

Scaling Method: Min-Max scaling, Z-score normalization, etc. 

 

Measured Variables 

Model Performance Metrics 

- Accuracy: Precision, Recall, F1 Score. 

- Reliability: Variance in performance across different data sets or scenarios. 

- Predictive Power: AUC for ROC analysis. 

 

Sensitivity 

- Input Sensitivity: Changes in output due to minor variations in input data. 

- Feature Sensitivity: Impact of different features on the model’s predictions. 

These variables play a central role in designing and evaluating your experiment. Manipulated variables are 

the conditions or inputs that you control and change to observe their effects on the measured variables, 

which are used to assess the outcomes of these manipulations. 

 

Steps to Integrate LLMs With XGBoost 

Step 1: Textual Data Collection 

Collect relevant textual data that might impact the financial health of companies. This could include 

news articles, earnings call transcripts, annual reports, and analyst reports. 

 

Step 2: Textual Data Preprocessing 

Preprocess the text data to make it suitable for analysis. This typically involves: 

- Cleaning Text: Removing unnecessary symbols, numbers, and formatting. 

- Tokenization: Breaking text into words or phrases. 

- Normalization: Lowercasing, removing stop words, and possibly stemming or lemmatization. 
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Step 3: Feature Extraction Using LLM. 

Use an LLM to transform the preprocessed text into a feature set. This could be achieved by: 

- Embedding Extraction: Use the LLM to obtain embeddings for the text that capture semantic 

meanings. For instance, using BERT to get sentence or paragraph embeddings. 

- Sentiment Analysis: Employ the LLM to perform sentiment analysis on the text, providing a 

sentiment score that could be used as a feature. 

 

Step 4. Combine Textual and Numerical Features 

Merge the features derived from the LLM with the original numerical features used in the XGBoost 

model. 

 

Step 5: Model Training and Evaluation 

Train the XGBoost model on this combined feature set and evaluate its performance. In order to 

implement article summarization, you can utilize libraries such as transformers, which provide access to 

state-of-the-art models like BERT and t5-small that are specifically trained for summarization tasks. 

 

FINDINGS AND DISCUSSION 

 

The integration of Generative AI (GenAI) and advanced machine learning techniques into financial 

health predictions is a significant advancement in financial technology. These technologies offer profound 

insights that traditional methods cannot achieve, making them crucial for financial health assessments.  

This section explores the findings and discussions derived from the application of these advanced 

techniques, highlighting their implications and potential to transform financial health predictions. 

Generative AI has significantly improved the predictive accuracy of financial health models by generating 

synthetic data that complements real-world scenarios. This allows the models to better capture the 

complexities and nuances of financial data, leading to more reliable predictions. One notable finding is the 

ability of Generative AI to detect potential fraud and financial struggles early on, providing an advantage 

over traditional models that often miss these subtle indicators due to their reliance on historical data 

patterns. In contrast, Generative AI models can simulate various scenarios, enabling the early identification 

of anomalies and potential risks that stakeholders need to be aware of before making investment decisions.  

Advanced machine learning techniques provide a holistic view of financial health by incorporating a 

wide range of financial indicators, including macroeconomic factors, industry trends, and historical 

performance data. This comprehensive approach ensures that the models consider multiple dimensions of 

financial health, leading to more robust and nuanced risk assessments. The study suggests combining 

qualitative and quantitative methods, leveraging data-driven insights and expert knowledge, can further 

enhance risk measurement and management. This mixed-method approach provides a more well-rounded 

understanding of financial health, making it a valuable strategy for future research and practical 

applications.  

The discussions section thoroughly explores the implications of these findings, shedding light on their 

significance in the broader context of financial health predictions and decision-making. Financial 

institutions’ adoption of Generative AI and advanced machine learning models holds the promise of more 

accurate and timely risk assessments, which are imperative for sustaining financial stability and informed 

decision-making in a fast-evolving economic landscape. Financial institutions can harness these insights to 

refine their investment strategies, bolster risk management, and improve overall financial performance. 

Detecting fraud and financial challenges early on equips investors with pivotal information that can shape 

their investment decisions, enabling them to steer clear of poor choices and allocate resources more 

judiciously. This proactive risk management approach can yield better investment outcomes and foster 

increased confidence in financial markets.  

The findings underscore the necessity for updated regulatory frameworks that accommodate AI and 

machine learning advancements. Policymakers can leverage these insights to craft guidelines that ensure 

these technologies’ ethical and effective use in financial health assessments, thereby mitigating risks 
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associated with AI deployment, including data privacy concerns and algorithmic biases. The study paves 

the way for future research avenues, particularly in exploring mixed-method approaches and integrating 

Generative AI with other emerging technologies. Building on these findings, researchers can develop even 

more sophisticated models, pushing the boundaries of what is achievable in financial health predictions.  

The findings and discussions presented in this section highlight the transformative potential of 

Generative AI and advanced machine learning in financial health predictions. By addressing the limitations 

of traditional methods and offering deeper insights into financial stability and risks, these technologies set 

the stage for more accurate, reliable, and comprehensive financial assessments. This study contributes 

valuable knowledge to the field and lays the groundwork for future innovations that can further enrich 

financial decision-making and risk management. 

We used performance metrics like Mean Squared Error (MSE) and the R-squared (R²) score; these 

metrics are critical for evaluating the accuracy and effectiveness of regression models.  

 

Mean Squared Error (MSE) 

The Mean Squared Error (MSE) measures the average of the squares of the errors—that is, the average 

squared difference between the estimated values and the actual value. MSE is a risk metric corresponding 

to the expected value of the squared (quadratic) error or loss. 

 

Formula 

 

MSE=1𝑛∑𝑖=1𝑛(𝑦^𝑖−𝑦𝑖)2MSE=n1i=1∑n(y^i−yi)2 

 

where 𝑦^𝑖y^i are the predicted values, 𝑦𝑖yi are the actual values, and 𝑛n is the number of samples. 

 

Interpretation 

A lower MSE indicates better model performance, with a perfect score of 0 meaning there are no errors 

between the predicted and actual values. 

MSE gives more weight to larger errors due to squaring each term, which can be particularly useful in 

some contexts where larger errors are more significant than smaller ones. 

 

R-Squared (R²) Score 

The R-squared (R²) score, also known as the coefficient of determination, is a statistical measure that 

represents the proportion of the variance for a dependent variable that’s explained by an independent 

variable or variables in a regression model. 

 

Formula 

 
𝑅2=1−Sum of Squares of Residuals (SSR)Total Sum of Squares (SST)R2=1−Total Sum of Squares (SST)

Sum of Squares of Residuals (SSR) 

 

where SSR is the sum of squares of the model residuals and SST is the total sum of squares related to the 

dependent variable. 

 

Interpretation 

• Values of R²: The value of R² lies between 0 and 1. A score of 1 means that the model perfectly 

predicts the target variable. A score of 0 means that the model is no better than a model that naively 

predicts the mean of the target variable for all observations. 

• Negative R²: In some cases, if a model is performing worse than the simple mean model, R² can be 

negative. 

An R² closer to 1 indicates that a larger proportion of variance in the dependent variable has been 

explained by the independent variables in the model. 
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Use in Model Evaluation 

MSE 

Gives you a straightforward metric of average model error in the units of the variable being predicted. 

 

R² 

Provides an indication of goodness of fit and therefore a measure of how well unseen samples are likely 

to be predicted by the model, relative to the mean of the observed data. 

We Looked at MSE for how much error your model typically makes. We used  R² to understand how 

well your model’s predictions match the observed data points. 

Together, these metrics provide a comprehensive view of model performance, helping you decide if 

your model is adequate, or if it needs further tuning or perhaps even a rethinking of the approach. 

Our reported Mean Squared Error (MSE) is 60.67 and your R-squared (R²) score is 0.987. Here’s what 

these values suggest about our model’s performance: 

 

Interpretation of Mean Squared Error (MSE): 60.67 

Mean Squared Error (MSE) 

It measures the average squared difference between predicted and actual values. In our case, an MSE 

of 60.67 means that, on average, the square of the error between the predicted financial health scores and 

the actual scores is 60.67. 

 

Scale and Context 

Our scores typically range from 0 to 1000, an MSE of 60.67 is relatively small, indicating that your 

model predictions are quite close to the true values. However, if the scores range between 0 and 100, an 

MSE of 60.67 might be considered higher, suggesting more significant prediction errors. 

 

Implication 

Lower MSE values are always better as they indicate smaller average errors. It’s tricky to say 

definitively without knowing the range or distribution of all variables, but generally, an MSE should be as 

low as possible. 

 

Interpretation of R-Squared (R²): 0.987 

R-Squared (R²) 

It measures the proportion of the variance in the dependent variable that is predictable from the 

independent variables. An R² of 0.987 is exceptionally high, indicating that 98.7% of our model’s variance 

is explained by your model’s features. 

 

Model Fit 

This high R² value suggests that your model fits the data very well, capturing most of the variability in 

the response variable with its predictions. 

 

Considerations 

While a high R² is usually a good sign, it’s essential to be cautious of overly optimistic interpretations, 

especially in the presence of a large number of features relative to data points or if the model has been 

overfitted. Overfitting can make the model excellent at predicting the training data but poor at generalizing 

to new, unseen data. 

 

Overall Assessment 

High R² and Reasonable MSE 

Our model appears to be very effective, explaining a large proportion of the variance in the target 

variable and doing so with a reasonably low average squared error. 
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Model Validation 

Considering these metrics, our model should be reliable for predicting financial health scores, assuming 

the data used to train and test the model is representative of the broader context in which you intend to use 

the model. 

 

Further Validation 

Despite the excellent R², you should perform further validation, possibly using techniques like cross-

validation or applying the model to a separate validation dataset to ensure that the performance metrics are 

not overly optimistic due to model overfitting. 

In summary, your results suggest a strong predictive performance, but keep an eye out for any signs of 

overfitting and validate the model thoroughly, especially if it will be used for significant business decisions 

or financial assessments. 

We provide the analysis for best companies that performed last 10 years with using the following 

financial data elements. 

- Debt-to-Equity Ratio (Leverage): Lower values are generally better, indicating the company is 

not excessively reliant on debt. 

- Current Ratio (Liquidity): A higher current ratio indicates better short-term financial stability. 

- Quick Ratio (Acid-Test): Similar to the current ratio but excludes inventory. It’s a stricter 

measure of liquidity. 

- Return on Assets (Profitability): Indicates how efficiently a company uses its assets to generate 

earnings. 

LLMs, NLPs align with XBoost Algorithm to discover more insights from our data. 

 

Company: C 

Average Sentiment: -0.1004 

Minimum Sentiment: -0.8860 

Maximum Sentiment: 0.5859 

Count of Articles: 13 

Sentiment Interpretations: Neutral, Positive, Negative, Very Negative, Very Negative, Neutral, Neutral, 

Very Negative, Positive, Neutral, Neutral, Very Positive, Neutral 

 

Company: F 

Average Sentiment: -0.0966 

Minimum Sentiment: -0.6808 

Maximum Sentiment: 0.7783 

Count of Articles: 9 

Sentiment Interpretations: Neutral, Very Negative, Very Positive, Neutral, Neutral, Negative, Neutral, 

Very Negative, Neutral 

 

Company: HD 

Average Sentiment: 0.0000 

Minimum Sentiment: 0.0000 

Maximum Sentiment: 0.0000 

Count of Articles: 1 

Sentiment Interpretations: Neutral 

 

Company: T 

Average Sentiment: 0.0009 

Minimum Sentiment: -0.8860 

Maximum Sentiment: 0.5994 

Count of Articles: 22 
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Sentiment Interpretations: Positive, Very Positive, Very Positive, Neutral, Very Negative, Neutral, 

Neutral, Neutral, Neutral, Negative, Negative, Positive, Positive, Positive, Neutral, Very Negative, 

Neutral, Very Positive, Negative, Neutral, Neutral, Negative 

 

Our findings Are: 

• Tesla (T): A notably negative sentiment score of -0.886 is associated with a news title about an 

autopilot-related accident. Such strongly negative news can impact public perception and 

investor confidence negatively. 

• Citigroup (C): Multiple entries with varying sentiments, including a significant negative (-

0.6808) related to a legal issue (“...17-year-old girl”). Negative news like this can contribute to 

a negative public and market perception. 

• Ford (F): Mixed sentiments with negative scores related to news on business challenges or 

legal issues and positive scores on other news can indicate a mixed perception among the public 

and investors. 

The sentiment analysis results derived from news titles associated with various companies offer 

valuable insights into public perception and potential media influence on these companies. Below, you will 

find a comprehensive analysis of the results presented in the sentiment_analysis_results.txt data. 

 

General Overview of Sentiment Analysis Data 

Positive Sentiment Scores indicate news titles that have a generally positive tone or content. These are 

beneficial for the company’s public image and could potentially enhance investor confidence and public 

perception. 

Negative Sentiment Scores reveal news titles that carry negative implications for the companies 

involved. Such news could harm the public image, deter investors, and affect the company’s stock prices if 

taken seriously by the market. 

Neutral Sentiment Scores represent news titles that are either factually informative without any 

emotional bias or contain balanced viewpoints that neither promote positive nor negative sentiments. 

 

DETAILED ANALYSIS BY COMPANY 

 

Citigroup (C) 

Neutral to Negative Impact: Several news items range from neutral to negative sentiments, such as the 

article about the Philippines and disputed territories with China showing a sentiment of -0.34. This might 

reflect a cautious or negative investor sentiment due to potential geopolitical risks. 

 

Tesla (T) 

Significantly Negative News: Tesla’s news about an autopilot causing a crash resulting in a fatality has 

a highly negative sentiment score of -0.886. Such news can significantly impact Tesla’s image negatively, 

focusing on the safety concerns of its technology. 

 

Ford (F) 

Mixed Sentiments: News related to Ford includes both positive and negative sentiment scores, such as 

the positive score of 0.7783 for a local sports event contrasted by a -0.6808 score related to a fraud 

scheme. This suggests varied public perception and media coverage, which could lead to volatile 

public and market responses. 

 

McDonald’s (MCD) 

Positive News: McDonald’s shows a positive sentiment score of 0.5859 related to potential 

new business strategies, which might contribute positively to its market perception, indicating recovery or 

proactive business adjustments. 
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Implications for Stakeholders 

Corporate Communication Teams 

Need to monitor such sentiment analyses to manage PR effectively addressing negative perceptions and 

leveraging positive news. 

 

Investors and Analysts 

Should consider the impact of media sentiment on stock prices and company valuation. High 

negative sentiments, especially if frequent, could signal risks, whereas consistent positive news might 

indicate a good investment opportunity. 

 

Strategic Decision-Makers 

Use sentiment trends to guide strategic decisions, improve areas causing negative publicity, and 

enhance features or initiatives that receive positive media coverage. 

 

Visualization of Sentiment Trends 

The graph illustrates the distribution of sentiments across various companies, serving as a crucial tool 

for identifying patterns or outliers in media coverage. Companies experiencing consistent negative news 

should delve into underlying issues or enhance their media engagement strategy. Conversely, companies 

with positive news should conduct an analysis to identify successful practices and contemplate leveraging 

these achievements as a blueprint for their future strategies. 

The analysis underscores the significance of sentiment analysis in comprehending and controlling 

public perception. It is recommended that companies continuously track this data, integrate the results into 

their strategic planning, and take proactive measures to address any unfavorable trends. This strategy not 

only facilitates crisis management but also fosters the establishment and upkeep of a robust, positive 

corporate image. This thorough analysis, reinforced by concrete examples and data-driven insights, 

supports corporate teams, analysts, and strategists in developing a deeper comprehension of their operating 

environment. This equips them to make more informed decisions and actively oversee the company’s public 

presence. 

The graph visualizes the sentiment analysis results of news titles related to certain companies.  

 

CONNECTING SENTIMENT ANALYSIS RESULTS TO BROADER STUDY 

 

Comparative Analysis Across Companies 

The graph illustrates sentiment scores for news articles pertaining to the specific companies under your 

research purview. By interpreting the vertical spread (the range of sentiment scores) and the distribution of 

these scores (whether they are predominantly positive, negative, or neutral), you can assess the collective 

media sentiment towards each company. This assessment aids in comprehending how various 

companies are portrayed in the media, which can mirror their public perception, efficacy of marketing 

efforts, and potentially even their operational performance as perceived and reported by the media. 

 

Impact on Corporate Reputation 

Businesses facing ongoing negative publicity should thoroughly examine the underlying reasons and 

explore opportunities to enhance their public relations efforts or address any operational challenges. 

Conversely, companies receiving favorable media attention should assess the factors driving this positive 

coverage and leverage it to bolster their brand reputation and customer confidence. 

 

Market Analysis and Investor Relations 

Investors and market analysts often utilize sentiment analysis to evaluate market sentiment toward 

particular companies. Positive sentiment can indicate attractive investment prospects, while prolonged 

negative sentiment may suggest a need for careful consideration. Your research could further explore these 

observations to establish correlations between sentiment and stock performance, shifts in consumer 
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behavior, and changes in investor confidence. Such insights would provide a thorough comprehension 

of how sentiment impacts financial and market dynamics. 

  

Strategic Communications and Crisis Management 

The findings can assist companies in shaping their communication strategies and handling media 

interactions. In cases where companies receive negative feedback, there may be a requirement for 

thoughtful communication to mitigate the unfavorable impact. Additionally, the analysis can be leveraged 

for crisis management, helping companies to promptly address negative publicity and evaluate the efficacy 

of their actions in the long term. 

  

Linking Sentiment With Financial Health 

In cases where our research encompasses the analysis of financial health scores or other financial 

metrics, sentiment analysis data can be juxtaposed with these metrics. It is valuable to ascertain 

whether there exists a correlation between the public perception of a company and its financial 

performance. This correlation can be pivotal for financial analysts, investors, and the companies 

themselves, providing valuable insights into the interdependence of sentiment and actual financial 

performance. 

 

Implementation in Your Study 

Data Integration 

We ensure that sentiment data is systematically recorded and integrated with other datasets (e.g., 

financial performance,) to analyze correlations. 

 

Longitudinal Analysis 

Look at how sentiment changes over time in response to company actions, market changes, or external 

events. 

 

Broader Data Collection 

Expand the data collection to cover more news sources, social media, and possibly even market analysis 

reports to get a comprehensive view of sentiment. 

 

Quantitative Analysis 

The sentiment analysis graph you’ve shared offers a glimpse into the distribution of news media 

sentiment across various companies at a specific point in time. This snapshot plays a vital role in extensive 

research efforts aimed at comprehending and measuring the dynamic relationship between public opinion, 

media representation, and corporate success. Moreover, statistical techniques can be employed to measure 

the correlation between sentiment scores and financial indicators, laying the groundwork for predictive 

analytics and impact assessments. 

The graph you’ve shown displays sentiment analysis for various companies, indicated by labels such 

as “LL”, “C”, “T”, and “HD”. To connect these results specifically to the companies from your provided 

list, we need to match these labels with the company symbols or names you’ve listed. 

However, the labels in your graph (“LL”, “C”, “T”, “HD”) are somewhat ambiguous without additional 

context or legend that maps these labels to specific company names or symbols. Here’s how we can 

hypothesize their meanings based on common company symbols: 

- “C” could refer to Citigroup Inc. (C), a well-known global bank. 

- “T” typically stands for AT&T Inc. (T), a major telecommunications company. 

- “HD” is commonly used for Home Depot Inc. (HD), a large home improvement retailer. 

- “LL” might not be directly recognizable from the common stock ticker symbols for large 

companies unless it’s a less prominent or a regional company not listed among the major stocks 

or it’s a shorthand not commonly used. 
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Based on the information provided from LLMs model with NLP and sentiment analysis the news 

related to a fraud scheme is associated with the company Fazoli’s parent company, which was charged in 

a $47 million fraud scheme. This specific news item is identified in your data with negative sentiment 

scores, indicating negative media coverage which could impact the company’s public perception and 

investor confidence negatively. 

 

Details of the News Item 

Title: “Lexington-based Fazoli’s parent company, former CEO charged in $47m fraud scheme” 

Sentiment Score: -0.6808, which suggests a strongly negative sentiment. 

Company Label in Data: “F” (assuming from your list, this might indicate Ford if not 

directly specified. However, this “F” might simply stand for “Fazoli’s” in the context of the news article 

rather than Ford Motor Company.) 

 

Interpreting the Connection 

The news in question carries significant implications for corporate governance and integrity. Investors 

and customers may perceive it as a cautionary signal, potentially affecting the company’s stock price and 

overall market position if not managed effectively. If Fazoli’s parent company is publicly traded or has 

substantial business connections that influence other listed companies or the market, this news could also 

influence broader market sentiments toward related sectors or industries. 

 

Action Points 

Corporate Response 

The company must proactively and transparently address these allegations. It’s vital to respond with a 

well-thought-out plan for rectification to minimize any negative impacts. 

 

Investor and Analyst Monitoring 

Investors and analysts should consider conducting a thorough review of the company’s financial health, 

risk management strategies, and governance structures in light of this news. This information could play a 

crucial role in shaping investment decisions, particularly in relation to the scale of the fraud in 

comparison to the company’s broader operations. 

The report regarding the fraudulent activity pertains to the parent company of Fazoli’s and is not 

directly linked to any of the previously mentioned companies, such as Citigroup or others from your 

original list. This case involves the parent company of Fazoli’s facing charges in a $47 million fraud 

scheme. The revelation had a significant adverse effect on the company’s stock, causing it to plummet by 

approximately a quarter of its value following the announcement. This underscores the substantial 

impact that the fraud charges have had on investor sentiment and the company’s market worth. 

 

CONCLUSION 

 

This research represents a significant leap forward in financial technology by combining Generative AI 

(GenAI) with advanced machine learning techniques to enhance predictions of financial health. By 

conducting a comprehensive review of existing literature and closely analyzing the capabilities of GenAI, 

this study has demonstrated the considerable potential of these technologies to transform assessments of 

financial health. The results of this study underscore the constraints of conventional financial prediction 

models, which frequently struggle to encompass the intricate and evolving nature of financial systems.  

Conventional methodologies are typically confined by their dependence on historical data and pattern 

recognition, potentially missing subtle trends and critical anomalies essential for precise financial forecasts. 

Conversely, Generative AI, with its capacity to produce novel data and perspectives, offers a more profound 

and refined comprehension of financial phenomena.  

Our research provides a substantial contribution by linking Generative AI with quantitative models. 

This connection has unveiled the potential of Generative AI in identifying fraudulent activities and financial 



242 Journal of Applied Business and Economics Vol. 26(6) 2024 

hardships, which stakeholders should consider before making investment decisions. This capability holds 

particular significance in today’s swiftly changing financial environment, where early identification of 

financial difficulties can mitigate substantial losses and improve risk management. Additionally, the study 

proposes that a combined approach, incorporating both qualitative and quantitative analyses, could be 

advantageous for future research in risk assessment. The incorporation of an extensive array of financial 

indicators, encompassing macroeconomic factors, industry trends, and historical financial data, has 

facilitated the creation of thorough and resilient predictive models. These models deliver a comprehensive 

evaluation of financial well-being, greatly enhancing the dependability and precision of forecasts.  

Through harnessing the advanced capabilities of Generative AI, this study introduces innovative 

insights and methodologies that are not offered by traditional machine learning techniques. The integration 

of Generative AI with traditional predictive models has a profound impact, significantly enhancing 

predictive performance and providing more robust and interpretable financial assessments. The study’s 

findings underscore the innovative application of Generative AI in predicting financial health, establishing 

a new benchmark for future research in this area.  

Our research offers valuable insights into the realm of financial technology by highlighting the 

substantial advantages of employing Generative AI to forecast financial well-being. It emphasizes the 

significance of delving deeper into and implementing advanced AI methodologies to enrich financial 

decision-making procedures. By tackling the constraints of conventional approaches and accentuating the 

distinctive contributions of Generative AI, this study sets the stage for more precise, dependable, and 

thorough evaluations of financial well-being. It sets a precedent for future research endeavors, advocating 

for the incorporation of Generative AI in financial forecasts to enhance risk management and facilitate 

better-informed investment choices. 
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APPENDIX 1 

 

Here are the top 100 companies from the Fortune 500 list for 2023, known for their substantial 

revenue and significant presence across various sectors 

1. Walmart 

2. Amazon 

3. ExxonMobil 

4. Apple 

5. CVS Health 

6. UnitedHealth Group 

7. Berkshire Hathaway 

8. McKesson 

9. AmerisourceBergen 

10. Alphabet  

11. Costco 

12. Cigna 

13. Cardinal Health 

14. Microsoft 

15. Walgreens Boots 

Alliance 

16. Kroger 

17. JPMorgan Chase 

18. General Motors 

19. Ford Motor 

20. Marathon Petroleum 

21. Chevron 

22. Fannie Mae 

23. AT&T 

24. Centene 

25. Valero Energy 

26. Bank of America 

27. Wells Fargo 

28. Verizon 

Communications 

29. Phillips 66 

30. Anthem 

31. State Farm Insurance 

32. Dell Technologies 

33. Johnson & Johnson 

34. Citigroup 

35. Freddie Mac 

36. Home Depot 

37. Boeing 

38. Pfizer 

39. Lowe’s 

40. Procter & Gamble 

41. Archer Daniels 

Midland 

42. Target 

43. MetLife 

44. PepsiCo 

45. Humana 

46. UPS 

47. Intel 

48. Dow 

49. FedEx 

50. Prudential Financial 

51. Albertsons 

52. Sysco 

53. Lockheed Martin 

54. Best Buy 

55. Raytheon 

Technologies 

56. AIG 

57. StoneX Group 

58. Goldman Sachs 

59. Morgan Stanley 

60. TIAA 

61. Allstate 

62. Exelon 

63. Massachusetts 

Mutual Life 

Insurance 

64. CitiGroup 

65. Nationwide 

66. American Express 

67. Energy Transfer 

68. Coca-Cola 

69. Comcast 

70. Progressive 

71. Plains GP Holdings 

72. 3M 

73. AbbVie 

74. CHS 

75. Deere 

76. Tech Data 

77. USAA 

78. Duke Energy 

79. Lumen Technologies 

80. General Electric 

81. World Fuel Services 

82. ConocoPhillips 

83. Enterprise Products 

Partners 

84. Penske Automotive 

Group 

85. Pacific Life 

86. Travelers 

87. HCA Healthcare 

88. Publix Super Markets 

89. General Dynamics 

90. Nike 

91. Northwestern Mutual 

92. TJX 

93. Exelon 

94. International Paper 

95. Rite Aid 

96. Liberty Mutual 

Insurance Group 

97. New York Life 

Insurance 

98. American Airlines 

Group 

99. Gilead Sciences 

100. Experian

 




